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Solid-state storage interest is surgingSolid state storage interest is surging

3rd

Recent studies show SSDs becoming increasingly 
more attractive to enterprise clients 

– SSDs has gone from #25 to #3 in 2.5 years

25th

The InfoPro Technology Heat Index®

Technology Wave 8 
Rank

Wave 9 
Rank

Wave 10 
Rank

Wave 11 
Rank

Wave 12 
Rank

Wave 13 
Rank

Backup Data Reduction/Deduplication 14 1 1 1 1 1

Online Data Reduction/Deduplication N/A N/A N/A N/A 2 2

© 2010 IBM Corporation

Source:  TheInfoPro Storage Study (Q4 2009): F1000 Sample. Wave 8, n=153; Wave 9, n=152; Wave 10, n=152; Wave 11, n=140; Wave 12, n=156; Wave 13, n=185.

Solid-state Disk Drives (SSD) 21 25 N/A 23 10 3



Hard Disk Drives and NAND Flash Storage Comparison
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Source:  IBM Almaden Research, Steven R. Hetzler, Sep 2009



The solution: IBM System Storage Easy TierThe solution: IBM System Storage Easy Tier

Increase performance by up to 300%!
S lid t t d i (SSD) id b kth h– Solid state drives (SSD) provides breakthrough 
performance.

Easy Tier maximizes performance gains while
minimizing costs.minimizing costs.

– Relocating just 5% of data to SSDs with Easy Tier can 
reduce response time 78%!

Easy Tier is easy.
S t d t l t i l t l t t d

DS8700

– Smart data placement is completely automated.

Easy Tier is easy and efficient, unlike EMC FAST, which is 
neither easy nor fast.

Simplicity, flexibility, economy

DS8700

DS8700

© 2010 IBM Corporation

DS8700

Reduce Cost and Improve Service Levels



Smart data placement with Easy Tier

First ever Storage Performance Council (SPC-1) benchmark 
submission with SATA and SSD technology

– System configuration: 2.3 TB SSD + 96 TB SATA Increase of
330%!

Easy Tier

Logical volume

330%!
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Source: Internal IBM performance benchmarking



IBM Solid State Drive (SSD) Strategy

SSD

HDD

SSD
SSD HDD

Solid State as internal 
storage for the Server

SSD as a slower non-
volatile store (NVS) cache

SSD as resident disk 
external storage

HDD

storage for the Server

Edge and DMZ servers 
outside corporate firewall

volatile store (NVS) cache

Offers performance 
acceleration of all I/O, or 
designated I/O

external storage

For OLTP, ERP and 
other high requirements 
for IOPS

Fast re-boot

Save up to 1500 Watts per 
server rack (84 servers) with

designated I/O

Managed using cache 
algorithms

for IOPS

Can be used for 
business analytics

© 2010 IBM Corporation

server rack (84 servers) with 
IBM BladeCenter



Cloud Computing – A Disruptive New Paradigm?

“Clouds will transform the information technology (IT) industry… 
profoundly change the way people work and companies operate.”

2009

Cloud Computing

Cloud computing is a pay-per-use model for enabling 
network access to a pool of computing resources that can 
b i i d d l d idl ith i i l

Application Service Provider

Cloud Computingbe provisioned and released rapidly with minimal 
management effort or service 
provider interaction. 

P

Grid Computing

Time‐Sharing

Network access

Pay-per-use

Pool of Resources

Time Sharing

© 2010 IBM Corporation

Rapid Elasticity Self-service 

Source: National Institute of Standards and Technology (NIST)



The Evolution of IT Resource Virtualization

Service Orientation, Cloud
S i I t ti

VirtualizationScale-Out
S l

Physical
C lid ti Services, Integration, …and Pooling

Virtual Servers, 
Storage, Networks

Sprawl

Windows Servers

Firewalls

Consolidation

Windows
Server

V
E bl

Multi-System Virtualization

V

Unix Servers

Management

Switches

Firewalls,
Routers

Mainframe or
Unix Server

Networks

V

V V

Ensemble

Ensemble

Storage

Servers

Networks

V

V

V

Linux Servers

Servers

Storage
Linux Server

Storage

V
V Ensemble

Virtualization is technology that makes one set of resources look 
and feel like another set of resources, preferably with more 

desirable characteristics

© 2010 IBM Corporation

desirable characteristics



Why IBM System Storage?
Heritage of Distinction

– 50+ years in storage business

– Innovation leadership - Invented many

• #1 Total Storage Hardware
• #1 Total Disk

Innovation leadership Invented many 
of the storage technologies employed 
today

Leadership in Storage Today
• #1 Total Disk 
• #1 Tape
• #1 Storage Services
• #1 Archive & HSM solutions

– Over $5 billion revenues

– Leading and growing market share 

– Over 5,000 people
• #1 Enterprise Content Management
• #2 WW external Disk 

► #1 in SW IOT
#1 i AP

– In 170 countries

– Over 1,000 IBM Business Partners

Research for a Bright Future
► #1 in AP 
► #1 in 15 regions

• #2 Data protection & recovery
• Fastest growth in Storage SW

g
– 15 development labs worldwide

– Over $500 million in R&D annually

– More US patents than any other

© 2010 IBM Corporation

Source: IDC Storage Tracker, latest full year, 2006

Note: full year 2007 data not yet available

Fastest growth in Storage SW More US patents than any other 
vendor

– Acquiring new technologies to bolster 
in-house innovation



IBM Disk Portfolio Optimized for ‘open systems’ Optimized for z/OS and IBM i

Block File

DS8000
For clients requiring:

Advanced disaster recovery

XIV
For clients requiring:

Breakthrough ease of use and

SONAS
For clients requiring:

Massive I/O backup or

Enterprise

Advanced disaster recovery 
with 3-way mirroring and 
System z GDPS support
Continuous availability, no 
downtime for upgrades
Best-in-class response time for 
OLTP or transaction 

Breakthrough ease of use and 
management
High utilization with automated 
performance (“hot spot”) 
management
Virtually unlimited snapshots
Advanced self-healing 

Massive I/O, backup, or 
restores 
Consolidation, or scale large 
numbers of clusters

workloads, flash optimization
Single system capacity 
scalable to the PB range

architecture N series
For clients requiring:

NAS storage
Simple two-site high availabilityDS5000

For clients requiring:
Storwize V7000
For clients requiring:

Midrange
Good cost/performance, 
general-purpose storage
Need to add capacity to 
existing configuration
10s of TB of capacity

10s of TB of rack-mounted 
storage with sophisticated 
software functions
Breakthrough ease of use and 
management
Non-disruptive migration from, 
or virtualization of existing diskor virtualization of, existing disk

Entry
DS3000
For clients requiring:

SMBs or branch office locations; cost sensitive; start at as small as 
100s GB, up to low TB capacity

© 2010 IBM Corporation11

Storage Optimizers
SVC, Easy Tier, ProtecTIER Dedupe, Information Archive, Storwize RT Compression
For clients requiring optimization of storage costs:

Storage technologies that add function, performance, ease of use, or efficiency to new or existing storage



IBM System Storage XIV Storage Subsystem
Tier 1 Storage – Midrange Price

© 2010 IBM Corporation



Why XIV – Storage Reinventedy g
… Tier I Architecture at Competitive Prices

Simplify andSimplify and 
Reduce 

Complexity!Complexity!

© 2010 IBM Corporation



Tiered Storage Solutions Can Add Cost and Complexity  

Traditional approach is to try to cope with storage pains by 
using multi-tiered storageg g
–Tiered storage management and data classification can be 

costly and complex
–Excessive data movements may create reliability and 

performance issues
–Utilization rates remain low, with limited ability to execute thin 

provisioning

Imagine prioritizing electricity at home…

T1

Tier 3

Tier 2

© 2010 IBM Corporation

Laundry Power?
Tier 3

Lamp Power? TV Power?



Single Tier System

Hi h d t t id t
Tier 2

T1

g y

High-end system at mid-range cost
Avoids ILM and HSM overhead
– Single storage solution for a mixture of workloads
– No need to migrate data from one tier to another

Tier 3

– No need to migrate data from one tier to another
– System resources fairly allocated to benefit all applications
– Higher Utilization than tiered system

No need to classify applications into tiersy
– Same high-end reliability for all
– Top performance available to all applications

Interoperable with a rich set of platforms and applications

© 2010 IBM Corporation© 2009 IBM Corporation15 © 2009 IBM Corporation15



Traditional Enterprise Storage SolutionsTraditional Enterprise Storage Solutions

Building blocks:

Scale Up

C
ont

Interface Interface InterfaceBuilding blocks:
• Disks
• Cache
• Controllers rollers

Controllers
• Interfaces
• Interconnects

PERFORMANCE
RELIABILITY = $$$

With this legacy architecture, 
scalability is achieved by using

C
ache

SCALABILITY

scalability is achieved by using 
more powerful (and more 
expensive) components

© 2010 IBM Corporation

JBOD JBOD



IBM XIV Storage Architectureg

Design principles:
• Massive parallelism

Scale Out
Massive parallelism

• Granular distribution
• Off-the-shelf components
• Coupled disk, RAM and CPU
• User simplicity

Interface Interface Interface Interface Interface

Switching Switching

© 2010 IBM Corporation

Data Module Data Module Data Module Data Module Data Module Data Module Data Module



System Componentsy p

IBM XIV hardware
– 15 modules with 12 drives per module

24 4Gb FC t– 24 x 4Gb FC ports
– 6 x 1Gb iSCSI ports
– 240GB of memory  (2 TB Models)
– 3 x uninterruptible power supplies

Data Modules

3 x uninterruptible power supplies
– 360TB Raw; 161TB Useable (2TB disks)

• Global spare space – full module plus 3 disks
• 161TB = (360 – 24 – 6 )/2 – 2.5 (internal use)

Interface/Data 
Modules

10 GE Switch

Minimize power usage, cooling and floor-space
– Power consumption of an XIV rack is 7.7KW
– 42W per raw TB today, 97W per useable TB

Interface/Data 
Modules

Data Modules
p y, p

IBM Service and Support
– 1 year, 4 hour response, 24x7 Same Day On-Site 

Repair

UPS

© 2010 IBM Corporation18

Repair
– IBM HW and SW Installation



IBM XIV Storage Supports Lower Total Costsg pp

Lower capital costs, no added charge for XIV software features –
mirroring, snapshot, data migration, management

Less storage needed, thanks to:
– Thin provisioning

– Management efficiencyManagement efficiency  

– Differential snapshots

Savings in power, cooling, and space with large capacity SATA 
drivesdrives

Simple, intuitive management – helps to manage more capacity 
with less staff

Future ready – architected for easy module
replacement to enable capacity, performance, 
and power efficiency upgrades

© 2010 IBM Corporation



IBM System Storage DS8000
Enterprise Storage

© 2010 IBM Corporation



IBM System Storage DS8000y g

Proven Builds on 50+ years of enterprise class innovation & tens of 
th d f t ld

IBM’s Flagship Storage for the World’s Most Demanding Customers 

Proven thousands of systems sold

Performance Architected for highest total throughput; innovative caching 
algorithms; solid-state drive optimization

Resiliency Designed for 24x7 environments with higher than Five-9’s 
availability

Information 
Availability

Fastest critical application replication performance at 
any distance

Scalability & 
Flexibility High scalability and optimized drive tiering

y y

Outstanding TCO and investment protection with cross-
generational interoperability, scalability, and capacity 

Cost 
Advantage

Security Advanced access control and full disk encryption

© 2010 IBM Corporation

g p y, y, p y
optimizationAdvantage 



IBM POWER and DS8000 Reliability and Resiliency
The IBM POWER processor has been behind the success of IBM enterprise storage 

beginning with the Enterprise Storage Server in 1999.   Benefit: a steady, 10-year 
lineage of RAS improvements!

IBM POWER and DS8000 Reliability and Resiliency

2004-6 2007-10

POWER5 POWER6POWER PC / POWER

1999-4

65 nm

2010

POWER 6+

130 nm 90 nm
65 nm

L2 Cache

4.7GHz

Advanced
System Features 

180 nm

1+ GHz
C

1+ GHz
C

130 nm

1.9
GHz
Core 

1.5+
GHz
Core Shared L2

2.2GHz
Core

Distributed Switch

2.2GHz
Core L2 Cache

4.7GHz Core

Advanced
System Features 

1.5 GHz
Core

1.5 GHz
Core DS8800

Distributed Switch

Distributed Switch

Shared L2

Core Core

Distributed Switch

Shared L2Distributed Switch

Distributed Switch

Shared L2

Chi M lti P i

DS8000
DS8000 Turbo

ESS (Shark)

DS8700

Binary Compatibility

Chip Multi Processing
- Distributed Switch
- Shared L2

Dynamic LPARs (32)

l h ’ h hl l bl d b

ESS (Shark)

© 2010 IBM Corporation

DS8700 leverages the DS8000’s highly reliable code base! 



DS8000 family modelsDS8000 family models
Two base models with scalable controllers and capacity

DS8700
•POWER6 controllers (2-way and 4-way)( y y)
•4 Gb/s and 2 Gb/s host and device adapters
•3.5” Enterprise Fibre Channel drives
•Up to 384 GB Cache

DS8800
•POWER6+ controllers (2-way and 4-way)
•8 Gb/s host and device adapters
•2.5” Enterprise SAS-2 drives
•Up to 384 GB Cache

© 2010 IBM Corporation

•Up to 384 GB Cache



Storage efficiency with space-saving design S o age e c e cy space sa g des g
Saving money with high-density drives, enclosures, frames

More drives in 60% floor space
•Client feedback is very positive on space-saving design

•Small-form-factor drives
•High-density drive enclosures
•Almost double the drives in same frame footprint

p

87
00

•Benefits
•More effective consolidation can lower operating costs

•Support more workloads with smaller footprint
•Reduce number of systems to manage

1,024 drives

D
S8

•Reduce number of systems to manage
•Reduce power and cooling costs

D
S8

80
0

%

1,056 drives

D•~ 90% more drives in a 
single frame
•More drives in 60% floor 
space fully-configured

© 2010 IBM Corporation

Extremely positive client feedback about substantial footprint reduction



IBM System Storage SAN Volume Controller
Enterprise storage virtualization

© 2010 IBM Corporation



What is the SAN Volume Controller (SVC)

A SAN-based, in-band storage virtualization product
– Appears as a disk subsystem providing LUNs to servers
– Virtualizes IBM and non-IBM storage (over 120 systems from 

EMC, Dell, HP, HDS, NetApp, Sun, Pillar, & STK)
– Provides non-disruptive data migrations between different 

storage systems/different storage tiers
P id i b t diff t t t– Provides copy services between different storage systems

SAN Volume Controller (SVC) is a proven, mature product with 
over 7 years in the market!

– Fifth generation hardware, Thirteenth Major Software Release
– In 2008 and 2009  across this entire installed base, SVC 

delivered better than five nines (99.999%) availability

Nearly 7200 clients and 22500 Nodes – 40 countries in over 20 
industries!

Numerous client references
– Many with non-IBM storage!

Industry Leading Storage Virtualization System

© 2010 IBM Corporation

World Record SPC-1 performance



Heterogeneous Disk ≠ Simple Management

More resources are 
required to manage 
the infrastructure.

Making changes to 
the storage is 
disrupting host 

SAN

p g
applications

SAN
Cannot apply 
copy services 
across  the 
storage pool

Storage PoolHDS

IBM EMC

HP The capacity from 
multiple arrays are 

ill f t

storage pool

© 2010 IBM Corporation

IBM EMC pillars of storage



The IBM SAN Volume Controller Provides a More 
Fl ibl St I f t tFlexible Storage Infrastructure

Thi P i i i Vdi k

Move data between 
storage subsystems 
non-disruptively

Thin Provisioning, Vdisk 
Mirroring, Flash Copy, Remote 
Mirroring, Easy Tier, etc…

SAN

Manage the storage 
pool from a central 
point

p y

Virtual
Disk

Virtual
Disk

Virtual
Disk

Virtual
Disk

SAN

Advanced Services

SAN Volume ControllerApply copy 
services across  
the storage pool

Storage PoolStorage PoolHDS

IBM EMC

HP Combine the capacity 
from multiple arrays 

f

© 2010 IBM Corporation

IBM EMC into a single pool of 
storage



Improve Performance with SVC Cache and Striping

C hCache
24GB per node 
cache means

Striping
Striping spreads 
IO workloadcache means 

that many reads 
are handled by 
SVC directly

IO workload 
across many 
disks, even across 
disk systems

SANAll writes are 
cached, means 
write to same

y

Can greatly reduce 
“hot spots” as I/O 
from differentwrite to same 

block is handled 
by SVC directly 
without destage

from different 
applications are 
spread across 
multiple disks

© 2010 IBM Corporation

g multiple disks



IBM Tops the SPC-1 and SPC-2 Performance Charts!

IBM DS8300 hits 123,033.40 
IOPS1 SPC-1 & 3217 MB/s1

SPC-2
– A great performer for 

scale up disk system 
technology using a 

i l DS8300 t

* IBM regains world 
record for SPC-1 

Benchmark – Feb. 1st,

2010
single DS8300 system

IBM SAN Volume Controller hits 
315 043 IOPS2 SPC 1 ( i h lf315,043 IOPS2 SPC-1 (using half 
cluster)

– Top performer overall with 
scale out storage technology 
using SVC 5 1 and 2 DS8300using SVC 5.1 and 2 DS8300 
systems

© 2010 IBM Corporation

Storage Performance Council (SPC) www.storageperformance.org



SVC 6.1 Enhancements 

Clients can manually and non-
disruptively migrate full volumes

Easy Tier

HDD Ranks Pools
disruptively migrate full volumes 
across drive tiers and within a drive 
tier

–Migrate to new disk type

SSD Ranks Pools
–Migrate to new RAID type
–Migrate to new drive speed
–Migrate to new striping method

Easy Tier Hybrid 
Pools (SSD+HDD)Automatically migrate 

sub-volume data to 
i ht ti

Volume Based Data Relocation

Automated Data Relocation

right tier 

Manually migrate full 
volumes non-
disruptively

© 2010 IBM Corporation

disruptively



IBM Storwize V7000 Storage Subsystem
A new paridigm in midrange storage

© 2010 IBM Corporation



IBM Storwize V7000 disk system

Enterprise functionality inherited 
directly from industry leading SVCdirectly from industry leading SVC 
solution

High performance and built-in 
functionality for storage efficiencyfunctionality for storage efficiency 
and data protection

Non-Disruptive migration and 
upgrades for high availability

© 2010 IBM Corporation

pg g y



Modularity and Advanced Software Functions

Modular Hardware Building Blocks in 2UEnclosures contain up to twelve 3.5” or 
twenty-four 2.5” drives in just 2U
Control enclosure: dual active-active 

2U

controllers and drives; Expansion 
enclosure: drives only
Up to nine expansion enclosures attach to 
one control enclosure
Mix drive sizes and HDD/SSD in enclosure

Software inherited from prior offerings plus enhancements

Mix drive sizes and HDD/SSD in enclosure
Eight 8Gbps FC ports plus four 1Gbps iSCSI 
ports per controller pair; 16GB cache per 
controller pair

Proven IBM software functionalities
Easy Tier (dynamic HDD/SSD management)

RAID 0 1 5 6 10

New advanced software functions
New GUI (easy-to-use, web based)

RAS services and diagnostics

p g p

RAID 0, 1, 5, 6, 10

Storage virtualization (internal and external disks)

Non-disruptive data migration

Global & Metro Mirror 

RAS services and diagnostics

Additional host, controller and ISV interoperability

Integration with IBM Systems Director 

Enhancements to TPC FCM and TSM support

© 2010 IBM Corporation

FlashCopy  up to 256 copies of each volume

Thin provisioning

Enhancements to TPC, FCM and TSM support



Start Small and Grow Easily

12- and 24-bay expansion enclosures 
can be intermixed in a system

Drive sizes can be intermixed 
in an enclosure

Scale Up
Easily add up to 9 expansion 
enclosures

Expand capacity up to 240TB

Drive choices

2.5-inch (SFF)
– 300GB 10K RPM SAS
– 450GB 10K RPM SAS
– 600GB 10K RPM SAS

3.5-inch (LFF)
2TB 7 200 RPM NL

20 U = 1 M

ro
w

 B
ig

– 2TB 7,200 RPM NL-
SAS

Solid-State (SFF)
– 300GB SAS

G
r

Start small
One 24-bay control enclosure

© 2010 IBM Corporation

Availability: November 12, 2010: Systems with up to five enclosures (up to 120 drives or 120TB) plus external storage
March 2011: Systems with up to ten enclosures (up to 240 drives or 240TB) plus external storage



All Storwize V7000 storage is Virtualized

Storwize V7000 provides RAID protection of 
internal disk

–RAID 0, 1, 5, 6 and 10 supported

St i V7000 l i t li t l Fib
SSD Internal 

Storwize V7000 also virtualizes external Fibre 
Channel storage

–Extends life of existing storage assets
HDD

+
Storage

External 
Virtualization –Protect investment in existing 

capacity
Migrate data to internal or keep

+
–Migrate data to internal or keep 
external

–Inherit rich Storwize v7000 

© 2010 IBM Corporation

functionality 
–Improve availability by practically 

li i ti t l t d f

External Storage



Built-In Advanced Functions 

With IBM Storwize V7000, many functions are 
included at no additional charge that you wouldincluded at no additional charge that you would 
pay for otherwise

– Thin Provisioning - storage is not 
allocated until data is written

– Full Copy of volumes and space 
efficient snapshot offloads CPUefficient snapshot offloads CPU 
resources from Hypervisor hosts 

– Easy Tier™ - automated tiering y g
between SSD and HDD storage

– Non-Disruptive data migration
ithi d b t i t l d

© 2010 IBM Corporation

within and between internal and 
external storage



Analyst Quote

"This announcement is most complete most interesting and

a ys Quo e

This announcement is most complete, most interesting, and 
potentially most disruptive thing to come out of IBM's storage 
group in the past twenty years. I can't wait to see the IBM 
Storwize V7000 take shape in the market." 

Steve Duplessie, Founder and Senior Analyst, ESG" 

© 2010 IBM Corporation38



IBM Storwize V7000
A New Era in Midrange Disk

© 2010 IBM Corporation



IBM® System Storage™ N series
Networked Storage

© 2010 IBM Corporation



IBM® System Storage™ N series

Highly-scalable storage systems designed to meet the needs of large 
NAS data centers. 

Lower acquisition and administrative costs than traditional large-scale 
enterprise storage systems

N7700
840TBs

N7900
1,176TB

enterprise storage systems

Seamless scalability, mission critical availability, and superior performance 
for both SAN and NAS operating environments

Excellent performance flexibility and scalability all at a proven lowerExcellent performance, flexibility, and scalability all at a proven lower 
overall TCO 

N5200* N5300* N5600* N6040 N6070

Highly efficient capacity utilization

Comprehensive set of storage resiliency 
features including RAID 6 (RAID DP™) NN60606060

N series Gateways

Entry level pricing, Enterprise Class Performance

Centralize Storage in Remote

N5200*
84TB

N5300*
126TB

N5600*
504TB

N6040
420TB

N6070
840TB

features including RAID 6 (RAID-DP™) NN60606060
672672TBTB

N series Gateways
Leverage existing Storage 
Assets while introducing  
advanced N series 
Software functionality

N3300
68TB

N3600
104TB

Centralize Storage in Remote 
& Branch Offices

Easy-to-Use Back-up and 
Restore Processes

N series Unified Storage Architecture provides unmatched simplicity 

© 2010 IBM Corporation

se es U ed Sto age c tectu e p o des u atc ed s p c ty

*N5000 family is EOL, N5200 will be replaced by N6040, N5300 by N6060 and N5600 will be replaced by N6070 



N series Software Portfolio

1. Data ONTAP
2 iSCSI

1. CIFS Protocol
2 NFS P t l

No-Charge Features

1. SnapManager for SQL
2 S M f E h

Optional Features

2. iSCSI
3. iSCSI Host Utility for UNIX, 

Windows & Linux
4. FTP
5. Snapshot

2. NFS Protocol
3. HTTP Protocol
4. FCP Protocol
5. Cluster Failover
6. FlexCache

2. SnapManager for Exchange 
3. Single Mailbox Recovery for Exchange
4. SnapManager for Oracle
5. SnapManager for Microsoft Office SharePoint
6. SnapManager for SAP

6. SnapMover (co-req 
MultiStore)

7. SyncMirror
8. FilerView
9. FlexVol

7. FlexClone
8. MultiStore
9. SnapMirror
10. SnapRestore
11 SnapVault

7. SnapManager for Virtual Infrastructure
8. SnapValidator
9. FCP Host Utility for UNIX, Win & Linux
10. Operations Manager Core
11. Operations Manager SRM

10. FlexShare
11. SecureAdmin
12. AutoSupport
13. Disk Sanitization
14 RAID-DP*

11. SnapVault
12. Open Systems SnapVault
13. SnapLock Enterprise
14. SnapLock Compliance
15. SnapDrive for Windows
16 S D i f U i & Li

11. Operations Manager SRM
12. Protection Manager
13. Provisioning Manager
14. Virtual File Manager (VFM) – Enterprise**
15. Virtual File Manager (VFM) – Migration**

NewNew !!!!

14. RAID-DP
15. RAID-4*
16. Advanced Single Instance 

Storage (A-SIS) Dedup
17. System Manager

16. SnapDrive for Unix & Linux
17. NearStore feature
18. MetroCluster

* not available with gateways
** EOA 09/30/09

© 2010 IBM Corporation

** EOA 09/30/09 



IBM Real-time Compression Appliance (RtCA)

© 2010 IBM Corporation



Real-time Compression Appliance (RtCA)p pp ( )
Real-time Compression reduces information “on the fly” as it is transmitted between 
application servers and storage devices. 

IBM Real-time Compression appliances integrate seamlessly into existing highly available g y g g y
storage configurations without requiring any changes to your current configuration. This 
allows continued access to data, helps eliminate costly downtime and preserves the 
inherent availability of the existing storage infrastructure.

Reduces NAS utilization by up to 80Reduces NAS utilization by up to 80 
percent without performance degradation 
from existing storage systems. 

Real-time data compression maintains  
storage performance and data integrity.

Less data stored, accessed and cached  
means enhanced storage throughput and 
resource utilizationresource utilization.

Overview video .

Additional information is available at 
http://realtimecompression com/

© 2010 IBM Corporation

http://realtimecompression.com/ .



Storage for a Smarter PlanetStorage for a Smarter Planet
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Disclaimers
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IBM is not responsible for the performance or interoperability of any non-IBM products discussed herein. Performance data 
for IBM and non-IBM products and services contained in this document was derived under specific operating and 
environmental conditions The actual results obtained by any party implementing such products or services will depend on aenvironmental conditions. The actual results obtained by any party implementing such products or services will depend on a 
large number of factors specific to such party’s operating environment and may vary significantly. IBM makes no 
representation that these results can be expected or obtained in any implementation of any such products or services.
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Disclaimers (continued)

MB, GB and TB equal 1,000,000, 1,000,000,000 and 1,000,000,000,000 bytes, respectively, where referring to storage 
capacity. Actual storage capacity will vary based upon many factors and may be less than stated. Some numbers 
given for storage capacities give capacity in native mode followed by capacity using data compression technologygiven for storage capacities give capacity in native mode followed by capacity using data compression technology.
THE INFORMATION IN THIS DOCUMENT IS PROVIDED “AS-IS” WITHOUT ANY WARRANTY, EITHER EXPRESSED OR 
IMPLIED. IBM EXPRESSLY DISCLAIMS ANY WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR 
PURPOSE OR NONINFRINGEMENT. IBM products are warranted according to the terms and conditions of the 
agreements (e.g., IBM Customer Agreement, Statement of Limited Warranty, International Program License 
Agreement, etc.) under which they are provided.
References in this document to IBM products programs or services does not imply that IBM intends to make suchReferences in this document to IBM products, programs or services does not imply that IBM intends to make such 
products, programs or services available in all countries in which IBM operates or does business. Consult your local 
IBM business contact for information on the product or services available in your area. Any reference to an IBM 
program or product in this document is not intended to state or imply that only that program may be used. Any 
functionally equivalent program or product that does not infringe IBM’s intellectual property rights may be used 
instead. It is the user’s responsibility to evaluate and verify the operation of any non-IBM product, program or service.
IBM's customer is responsible for ensuring its own compliance with legal requirements. It is the customer's sole 

ibilit t bt i d i f t t l l l t th id tifi ti d i t t ti f l tresponsibility to obtain advice of competent legal counsel as to the identification and interpretation of any relevant 
laws and regulatory requirements that may affect the customer's business and any actions the customer may need to 
take to comply with such laws. IBM does not provide legal advice or represent or warrant that its services or products 
will ensure that the customer is in compliance with any law. 
The provision of the information contained herein is not intended to, and does not, grant any right or license under 
any IBM patents or copyrights.  Inquiries regarding patent or copyright licenses should be made, in writing, to:

IBM Director of Licensing
IBM Corporation
North Castle Drive
Armonk, NY  10504-1785
U.S.A.
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